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Abstract—Energy efficiency is critical for wireless sensor net- tree construction fomaximizing the network lifetimé&etwork
works. The data gathering process must be carefully designed to |ifetime is defined as the time until the first node depletes its
conserve energy and extend the network lifetime. For applications energy. We prove that this problem is NP-complete, and too
where each sensor continuously monitors the environment and . . "
periodically reports to a base station, a tree-based topology is computatlonally expensive to solve exagtly. By eXP'O't'”g the
often used to collect data from sensor nodes. In this work, we Unigque structure of the problem, we obtain an algorithm which
study the construction of a data gathering tree to maximize the starts from an arbitrary tree and iteratively reduces the load
network lifetime, which is defined as the time until the first node  on bottleneck nodesi.e., nodes likely to soon deplete their
depletes its energy. The problem is shown to be NP-compIete.energy due to either high degree or low remaining energy. We

We design an algorithm which starts from an arbitrary tree and how that the algorithm t inates | | ial ti di
iteratively reduces the load on bottleneck nodes (nodes likely to S"OW that the aigorithm terminates in polynomial ime and 1S

soon deplete their energy due to high degree or low remaining Provably“near optimal” (i.e., close to optimal).
energy). We show that the algorithm terminates in polynomial The remainder of this paper is organized as follows. Sec-
time and is provably near optimal. * tion Il reviews related work on data gathering and aggregation.
Section 1l describes the system model and formulates the
problem. Section IV gives our tree construction algorithm
Recent advances in micro-electronic fabrication have a@hd discusses implementation issues. Simulation results are
lowed the integration of sensing, processing, and wireless copfiesented in Section V, and Section VI concludes the paper.
munication capabilities into low-cost and low-energy wireless
sensors [1], [2]. An important class of wireless sensor network
applications is the class of continuous monitoring applications.The problem of efficient data gathering and aggregation
These applications employ a large number of sensor nodesifora sensor network has been extensively investigated in
continuous sensing and data gathering. Each sgmesdodi- the literature. Krishnamachaat. al. [5] argue that a data-
cally produces a small amount of data and reports to a bagntric approach is preferable to address-centric approaches
station. This application class includes many typical senseénder the many-to-one communication pattern (multiple sensor
network applications such as habitat monitoring [3] and civilodes report their data to a single base station). In directed
structure maintenance [4]. diffusion [6], a network of nodes coordinate to perform dis-
The basic operation in such applicationslata gathering tributed sensing tasks. This achieves significant energy savings
i.e., to collect sensing data from the sensor nodes and transfien intermediate nodes aggregate their responses to queries.
to a base station for processing. In this process, data aggref@lpakis et. al. [7] model data gathering as a network flow
tion can be used to fuse data from different sensors to eliming@@blem, and derive an efficient schedule to extend system
redundant transmissions. The critical issue in data gatheriifgtime. Houet. al.[8] study rate allocation in sensor networks
is conserving sensor energy and maximizing sensor lifetinigder a lifetime requirement.
For example, in a sensor network for seismic monitoring or For continuous monitoring applications with a periodic
radiation level control in a nuclear plant, the lifetime of eachaffic pattern, dree-based topologig often adopted because
sensor significantly impacts the quality of surveillance. ~ of its simplicity [9]-[11]. Compared to an arbitrary network
For continuous monitoring applications, a tree-based top&®pology, a tree-based topology saves the cost of maintaining
ogy is often used to gather and aggregate sensing data. #heouting table at each node, which can be computationally
tree is constructed after initial node deployment, and is rebu@pensive for sensor nodes with limited resources. A num-
upon significant topology changes. We study the problem Ber of studies have investigated tree construction for data
gathering [12]-[15]. Goekt. al. [12] study the problem of
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and propose a simple randomized tree construction schemasted due to overhearing, collision, and idle listening. To
that achieves a constant factor approximation to the optin@nserve energy, we assume that the system adopts a channel
tree. Thepvilojanaponet. al.[14] present a data gathering pro-allocation scheme such that transmissions do not interfere
tocol that efficiently collects data while maintaining constamwith each other. Such orthogonality can be achieved via joint
local state, and making only local decisions. Khan and Pdnequency/code allocation and time slot assignment. In [23],
durangan [16] propose a distributed algorithm that construet® have given an example solution for a cluster hierarchy
an approximate minimum spanning tree (MST) in arbitrarppology. Similar arguments can be made for the tree topology
networks. In contrast to these approaches, we are motivatessidered in this paper. Further, because the traffic is periodic,
by applications with strictoveragerequirements. For thesewe assume that a sensor node puts the radio into sleep
applications, minimizing the total energy consumption may beode during idle times, and turns it on only during message
insufficient, since some nodes may deplete their energy fadi@nsmission/reception.

than others and cause loss of coverage.

B. The maximum-lifetime tree problem
Il. SYSTEM MODEL AND PROBLEM DEFINITION

Consider a sensor network witN nodes (1, vs,...vN)
and one base station,. The nodes monitor the environmen
and periodically report to the base station. Time is divided in
epochs, and each sensor node generate®eniemessage per
epoch. The messages from all the sensors need to be colle
at each epoch and sent to the base station for process
The nodes are powered by batteries and each sendws a
battery with finite, non-replenishable energy:). The energy
values E/(i) of different sensor nodes can be different, fo
reasons such as heterogeneous sensor nodes, non-uniform RB%@em' , . )
energy consumption, or redeployment of nodes. As with many':Or any networkG, there exist multiple possible data

practical systems [17], [18], the base station is connected%thering trees. For example, Fig. 1 shows tvyo Qata gathering
an unlimited power supply, hendg(0) = oo. The amount of trees for the same network. Each tfEehas a lifetimeL(T),

energy required to send/receive one bit of datayigx, . yvhereL(T) is defined as the_ time until the first noqle _depletes
) its energy. Our goal is to find the tree that maximizes the

A. Assumptions network lifetime:

We make thg _fol.lowing assumptions about our system: (A) max L(T)

(1) Connegtmty. We assume that the sensor nodgs and such thatT’ € A(G),
the base station form a connected graph, i.e., there is a path
from any node to any other node in the graph. This can B\gwereA(
achieved by setting the transmission power level to be above
the critical threshold [19]-[21], which ensures that the network ,,
is connected with probability one as the number of nodes
in the network goes to infinity. For simplicity, we do not @ @ @ @
consider dynamic adjustment of the transmission power levels,
and assume that all nodes transmit at the same fixed power @ @ @ @
level.

(2) Energy expenditure Measurements show that among Fig. 1. Two data gathering trees for the same network
all the sensor node components, the radio consumes the most _ o
significant amount of energy. In Section IV, we will show that To obtain an explicit form of the above problem, we must
the computational complexity of our scheduling algorithm igharacterize the energy dissipation for each sensor node in a
very low. Therefore, in this work, we only account for energgiven treeT'. Let C(T',4) be the number of children for node
consumption of the radio. v; in T, and D(T,4) be the degree of node in T. During

(3) Data aggregation We adopt a simple data aggregatio@n epoch, node; needs to:

model as in previous work [5}-{7], [22]. We assume that . receive oneB-bit message from each child, and
an intermediate sensor can aggregate multiple inconting . aggregate the received messages with its own message

bit messages, together with its own message, into a single into a singleB-bit message, and transmit this aggregate
outgoing message of sizB bhits. This models applications message to its parent.
where we want updates of the type min, max, mean, and sum
e.g., event counts). 2Here, we assume that we will lose the corresponding coverage if a node
g. p g g
(4) Orthogonal transmissions and sleep/wake scheduling dies, ie., there are no redur_]dant nodes. If the network has redundancy, we
M t h that for short ranae radio communi can consider all nodes covering the same area (e.g., hodes near the same bird
easurements show g9 ! u I(t"\%st) as a single node whose initial energy equals the sum of energy of all

tions in sensor networks, a significant amount of energy tig relevant nodes, and the following results still apply.

We consider a connected netwoék of N nodes. Each
pode monitors the environment and periodically generates a
ﬁgnall amount of data. To gather the data from the sensor
nodes, we need to construct a tree-based topology after node
é{gbdeployment. For critical applications like seismic moni-

Ing or radiation level control in a nuclear plant, we need
to both maintain complete coverage and save redeployment
cost. This requires that all the nodes remain up for as long as

ossible. To this end, we formulate the following optimization

@) is the set of data gathering trees fGr



Hence, in each epoch, the energy consumption of ngds ® ® ® 6@
o,.BC(T,1) + o B, and its lifetime (in epochs) is
(T,i) + o (in epochs) @i@@@@@@i@@
LT, = E(i) O ® O
’ o, BC(T,i) + B () Rgducing Ham-paTH (o Problem(b) THe correspondencgv betwedn
The network lifetime is the time until the first node dies, i.6) and T
B . N . E(z) Fig. 2. Problem (B) is NP-complete
L) = min LD = min STy raB
Because the base statiop is connected to a power supply, SupposeG has a Hamiltonian patf’. Constructl” in G
its lifetime is infinite and can also be written as by adding verticed’,2’,... N" and edgeg1,1’),... (N, N’)
B E(0) as depicted in Fig. 2. Clearlyf” is connected and acyclic,
L(T,0) = o, BC(T,0) + B’ thusT” is a tree. Further, sinc€ is a Hamiltonian path, the

maximal degree if" is no larger thar2. But 7" is constructed

So we can includey in Equation (1) as by adding one edge to each vertexiinso the maximal degree

. N e ;-
L(T) = min E(%) . @) in 7" is no larger tharg. Therefore, the lifetime of” is
i=0..N o, BC(T,1) + o B E(i) 1
N
SinceT is a tree, we have L(T") = min D(T',i) + ¢ = 3+c¢
C(T,i)=D(T,i)—1 3) Similarly, if G’ has a spanning tre&’ with L(T’) > 3_1H:,

. - . en we haveD(T’,7) < 3,7 = 1...N. Otherwise, if
for all nodes except the base station. Combining Equation @ (T,0) < 3,

. i . T’,7) > 3 for somej, 1 < j < N, then
with Equation (3) and extracting the constantB from the (T",5) > hr=T= G)
denominator, we can write Problem (A) as LT < L(T". E(j < 1
(i) T < LT < oy 5e Sa1x e

B in )
(B) max min FanT

such thatT ¢ A(G). which is contradictory.

o ; . We further observe that ii”, vertices1’,2’... N’ are all
wherec = T — 1 is a non-negative constant because trEaves. We construd by removingl’,2’... N’ and the cor-
transmission power is larger than the reception power. responding edge&., 1), ... (N, N') frém T Tis still a tree
In Problem (B), the goal is to maximize the minimum . AR N o
of —EGO . _ o N This is a load balancing problem and it spans7. Since inT” we haveD(T",i) < 3,i=1...N,
i)+c) T jitis easy to see that i, D(T,i) < 2,i=1...N.Thus,Tis

D(T,i)+c S .
Intumvefy, for this kind of problem, a good solution woulda spanning tree with maximal degree no larger than 2, which
is exactly a Hamiltonian path. =

be that nodes with larger capabilities (lard#:)) should
hold more responsibilities by serving more child nodes (IargeSinCe Problem (B) is NP-complete, we next try to find
an approximate solution. However, in the current form of

D(T,4)). In other words, we want to construct a tree such that
the degree of a node is "proportional” to its energy. Problem (B), the variablé (T, ) is in the denominator and

IV. SOLUTION AND IMPLEMENTATION is hard to tune. Hence, we transform the problem into an
iffi i i o equivalent form. Letr(T,i) = 2L:0%¢ je (T,i) is the
The difficulty in solving Problem (B) is illustrated by the®d L TOT t= E(i& SRS '
inverse lifetimefor node: in treeT". Correspondingly, define

following proposition, which shows that it is NP-complete. X e i
Proposition 1: Problem (B) is NP-complete. the inverse lifetime of a tre@& asr(T) = ii%?j-XNT(TJ). We

Proof: Clearly, the problem is in NP, since we can verify invrite Problem (B) as:

polynomial time if a candidate solution is a tree and achieves(C) Tglj{lG) max 7(T, 1),

the lifetime constraint. i.e., maximizing the minimal lifetime is equivalent to mini-
To show it is NP-hard, we reduce from the Hamiltoniagizing the maximainverse lifetime Note that inr(7', ), the

path problem, which is known to be NP-complete [24]. Th@ariable D(T', i) is in the numerator, while the denominator is

reduction algorithm takes as input an instance of the Hamiltgye constanf (i) which does not change during the operation

nian path problem. Given a grajgh it constructs an auxiliary of the algorithm. Note that Problem (C) is an equivalent

graphG” in the following manner. For each vertéin G, add  formulation to Problem (A). In the remainder of the paper,

a vertexi’, then draw an edge betweerand:’ (Fig. 2). we will study Problem (C), and we refer to the minimum
Then inG’, set the energy as follows#(1’) = oo, E(1) = maximal inverse lifetime as*.
E@) =...= E(N) = E(2) = ... = E(N') = 1. In

this manner,G’ becomes an instance of Problem (B). Th&. Two building blocks of the algorithm

construction ofG’ and setting the energy values can be easily Considerable work has been done on the Minimum Degree
done in polynomial time. To complete the proof, we show th&panning Tree (MDST) problem, i.e., finding a spanning tree
G has a Hamiltonian path if and only @& has a tree whose whose maximal degree is the minimum among all spanning
lifetime is greater than or equal tﬁ_c trees. Problem (C) can be viewed as a generalization of



the MDST problem, where the capacity of a nodg(4))
needs to be considered in the tree construction. Frer and
Raghavachari [25] studied the MDST problem and proposed
an approximation algorithm. Our solution utilizes hints from
their approach. Essentially, our solution starts from an arbitrary
tree, and iteratively makes “improvements” by reducing the
degree of thdottleneck nodes.e., nodes with a large inverse
lifetime (or short lifetime), at each step. Upon termination, we
will bound r* from below, and show that the resulting tree has
inverse lifetime close to the lower bound. In this section, we
describe two building blocks of our algorithm: (1) the notion
of “an improvement,” and (2) the technique to bouridfrom

(b) Adding (u,v1) and delet-(c) Adding (u,v2) and delet-

below. ing (w,w) is an improvementing (w, ) is not an improve-
1) The notion of an improvemenGiven a treel’ and an ment
K T .

arbitrarye > 0, let k = VT)], i.e., (k—1)e < r(T) < ke. Fig. 3. The notion of improvement

We classify the nodes into three disjoint subsets:
o Vi ={vi:(k—1)e<r(T,i) < ke}, i.e.,V; contains the - ,
bottleneck nodes that are our “target” in each step. 2) Method for bounding* from below: We note that given
e Vo={ui:(k—1)e— 1 < (T,i) < (k- 1)c}. These a treeT, if we can find a subset of nodésthat satisfies the
— Wi E(i )= :

nodes are “close” to becoming bottleneck nodes in tHgllowing property: .
sense that they will become bottlenecks if their degreetN® components produced by removisigrom 7" are also

increases by one. We should not increase the degreedb?cqnneded ”G’_
these nodes in the algorithm. then in any spanning treE, we can connect these components

e Vs = V -V, — V4 ie., all the remaining nodes.Only throughS. This is because there is no edge between

These nodes are “safe” nodes as they will not becorff¥S€ components ifv. Hence, in.X" any edge external to
bottlenecks even if the degree is increased by one. (N€S€ components must be incident on some verteX (see

4).
Consider an edgé:, v) that is not inT". A unique cycleC' will )

be generated when we add, v) to T'. If there is a bottleneck
nodew € V; in C, while bothu andv are inV3 (“safe nodes”),
then we can addu,v) to T and delete one of the edgesdh
incident onw. This will reduce the degree of the bottleneck
nodew by one. We call this modification amprovementand
we say thatw benefitsfrom (u, v). We will use this method
as a building block to increase the network lifetime in our
algorithm. pg

In the above example, if eitheror v or both are inl,, then @) K==s
the above modification will ture or v or both into bottleneck g 2@
node(s). Thus, while reducing the degree for one bottleneck
node, we produce additional bottleneck(s). This is undesirable T é
and we say that is blockedfrom (u, v) by u (or v or both). (b) T and S (C) An arbitrary treeX
A node isblockingif it is in V5.

We illustrate the notion of improvement using an example.

Fig. 3(a) shows a tree, where solid lines correspond to edgesjow let us assume that we have already found sucls,an
in the tree, and dotted lines correspond to edges not in ey study the components generated by remosirfigom 7.
tree. For simplicity, we set the initial energy for all nodes ifyg can coun},.¢ D(T, i) edges incident 0. SinceT is a

i . D(T,i)+c . 7 ) . -
this example to be 1, sa(T, i) = 204 — D(T,i) +c for  tree, at mosts|— 1 of these counted edges are wittinand

Fig. 4. Boundingr* from below

all nodes except the base station. counted twice. Hence, the number of generated components
Let e = 1. According to the above definitiony (the dark js:

grey node) is a bottleneck node; (the light grey node) o> ZD(T’i) — (S| =1)+1—19|.

is a blocking node and all other nodes are safe. We can ics

add (u,v1) and delete(w,u). This is an improvement as
it reduces the degree of the bottleneck nedeln contrast,
adding(u, v2) and deletingw, ) do not prolong the network
lifetime, because doing so produces another bottleneck node O+1S|—-1> ZD(T’i) — (5] =1) (4)
vo While reducing the degree af. ics

In an arbitrary spanning tre&, we need to connect thege
components and the vertices $h This requires



edges. According to the discussion above, all these edges must) A single iteration:Given a tre€l’, we remove the nodes
be incident on some vertex i¥. Thus, by Equation (4), in Vi andV,, which will generate a forest with several compo-
Yies DX i) > > .. D(T,i) — |S| 4+ 1 and the inverse nents. If there are no edges between these componefts in
lifetime for X is we terminate the algorithm. In this situation, we have found
D(X,i) +c an.S(= Vi + V4) which consists of nodes exclusively frov

r(X) = l%aXNT(X’ i) > max r(X,i) = max and V5. By Lemma 1,7 is already a good approximation to

Dix DT ies SE(i) the optimal tree.
> 2ies (D ’z? +o) > 2ies(D(T0) + C). — 1S+ 1 In case that there are some edges between these components
2 ies B(9) Dies E(0) in G, let (u,v) be an edge between two components. We
. . |S|—1 consider the cycle that would be generated ltady) been
> =
- Iirélgr(T’ ) > ics B(i) ®) added toT'. There are two cases:

« If the cycle contains a bottleneck nodg then we add
(u,v) to T and remove one edge incident an This is
an improvement because batrandv are inV3 and non-
blocking. Thus, we have successfully reduced the degree
of a bottleneck node within this iteration. We move on

Since X is an arbitrary spanning tree, Equation (5) holds
for any spanning tree including the optimal one. Hence,
Equation (5) gives a lower bound for the minimum maximal
inverse lifetimer*, which is equivalent to an upper-bound for
the maximum minimal lifetime. Further, we observe that if

(T, S) is chosen such that to the next iteration with the updatéd as the input.
’ min (T, i) ~ r(T) « If there is no bottleneck node in the cycle, the situation
i ’ ' becomes complex and we discuss it in detail below.

i.e.,r(T,4) for all : € S are close to(T'), then Equation (5)

implies thatT" is a good approximation to the optimal tree. If tr_lere is no bottleneck node in the cycle, then it must
Specifically, we have the following lemma. contain some node(s) frob. We merge these nodes along

Lemma 1:For a treeT. if there is a subsef such that with all the components on the cycle into a single component.
(1) the components produced by removisigrom T are also We call this newly generated component@mpositecompo-

disconnected i, and (2)S consists of nodes exclusivelynent’ to differentiate it from théasic components originally
from V; and V4 t’hen r(T) < r* + 2 + ¢, where E,, — generated after removing; and V2 from 7. As shown in
) — E’VYL ) -

. . Fig. 5(a),C; andC, are two basic components generated by
min E(i). . X
i=0..N . . removingV; andV, from T', and(u1, u2) is an edge between
Proof: SinceS consists of nodels exclusively frol andVz2,  hem. Nodex is in Vs. By adding(ur, us) to T, we get a cycle
we haver(T,i) > (k —1)e — 5, Vi € S, but (k —1)e < "\, 4, Sinceu € V5, there is no bottleneck
r(T) < ke, thus node in this cycle. We thus mergeand all components on
1 ' the cycle C; andC in this example) into a single composite

>r(T) —e— 7 oViES (6) componenty.
_ _ _ " After this merge operation, we go back and check if there
Combined with Equation (5), for any tre€, we have are edges between the components (basic or composite). If
there are no such edges, the algorithm terminates. Otherwise,

r(T,i) >r(T) —e—

r(X) > minr(T,i)— |S|7_El we choose an edge between two components. We consider the
ies 2ies B(0) corresponding cycle that would be generated and repeat the
> () —e— L _ S| -1 above process. Since the graph is finite, eventually we will
En Y ies E(1) either find anS which consists of nodes exclusively frovi
> p(T)—e— 2 and 15, or we will find a bottleneck node in the cycle.
" ‘ E.’ After finding a bottleneck node, however, we may not be

able to easily reduce its degree if composite components
are involved. This is because, due to the merging of the
components, some composite components may contain nodes
in V5. If the chosen edge happens to be between one or two
nodes fromV;, then we cannot simply add it, because that
The approximation algorithm starts from an arbitrary tregvould generate another bottleneck node(s). For example, in
and iteratively makes improvements as described in Setg. 5(a),C:1, Co andCs are basic components, heneg us
tion 1V-Al, by reducing the degree of the bottleneck nodesndv are all in V3 by construction of the algorithmu € 15
(V1) in each iteration. Upon termination, we will show that th¢the light grey node) is in the cycle produced h@ad, us)
resulting tree includes, which consists of nodes exclusivelybeen added, and; is the composite component generated by
from V; and V2. Hence by Lemma 1, the resulting tree is anergingC;, C, andu. A bottleneck nodev € V; (the light
good approximation to the optimal tree. grey node) is in the cycle produced(if, v) was added. If we
We first describe the operations in a single iteration of thedd (u, v) and delete one edge incident an thenu would
algorithm. become a bottleneck node.

Since X is arbitrary, this holds for any tree. Hence;, >
r(T) —e— Elm ]

B. The approximation algorithm



The above problem can be solved in the following mannexbitrary tree (line 1), and proceeds with the iterations. Lines
Sincew is in the cycle produced had;, us) been added, and 2-14 correspond to an iteration. Finally, it outputs the solution
both u; and uy are in V3, we can adduy,us) and remove in line 15.

one edge incident on (e.g.,(u,u1)). This will decrease the

degree ofu by one and make it non-blocking. Then, we adélgorithm 1 Approximation Algorithm

(u,v) and remove one edge incident an which reduces Input: A connected network’ and a positive parameter
the degree for bottleneck node. In other words, we first Output: A data gathering tree af that approximates the

“unblock” u within its own componertty, then use edgé, v)

maximume-lifetime tree

to make an improvement as described in Section IV-Al. Thig: Find a spanning tre@ of G.

procedure can be recursively appliedlf, C; are composite
components and;,ue are blocking, since a blocking node 3.
can be made non-blockingithin its own componentThe 4
following proposition formalizes this idea.

R @ .
D& S @9
6:
(@) Nodew blocks w from (u, v) (b) Unblock the blocking node
Fig. 5. Unblock a blocking node :
9:

Proposition 2: A blocking node merged into a component
can be made non-blocking by applying improvements within
this component. 10:

2: loop

Let k = [20].
Remove V; and V5 from T. This will generate a
forest with several components. Lét be the set of
components in the forest.
while there is an edgéu, v) connecting two different
components off' and no bottleneck nodes are on the
cycle generated ifu,v) was added td" do
Merge the nodes and the components on the cycle
into a single component.
end while
if there is a bottleneck node in the cyd¢hen
Follow the procedure in Proposition 2 and find a
sequence of improvements to reduce the degree of
the bottleneck node.
Make the improvements and update
else

Proof: Let u; be a node in component,, andu; be a node 1%
in componentC,. Let u be a blocking node that is merged!?: :
into component” when edgeuy, us) is checked, along with different components of.}
C; andC,. We need to show that can be made non-blocking 13:  end if
within C. There are two cases: 14: end loop

o If C; and Cy are both basic components, then bath 16: Output the tred” as the solution.
andus are non-blocking. Thus, we can add,, u2) and
remove one edge incident an makingu non-blocking.
The improvement is withir('. mation algorithm.

« If Cy or C; or both are composite components, theror Proposition 3: (1) The algorithm terminates in finite time,
uy or both could be blocking. Under this situation, if weand after termination, the tréB which it finds hasr(T) <
can makeu; non-blocking by applying improvements in,+ 4 EL +e
C1, and make:, non-blocking by applying improvements  (2) |f'there is a polynomial time algorithm which finds a tree
in C5, then we apply the above improvement to “unblock’r’ \yith r(T') < r* + EL for all graphs and energy settings,
u. This is because”; and C; are disjoint from the thenp — NP. "
construction of the algor_ithm,hencgimprove_mentswithiproof:(l) We first show that the algorithm terminates in
one component do not interfere with those in another. fiyite time. Clearly, each iteration will finish in finite time,
Thus, we check;, €y anduz, C;. We recursively repeat gq jt suffices to show the algorithm terminates after a finite
this checking process and eventually we will get to thg mper of iterations. We show this by contradiction. Suppose
basic components, in which all nodes are non-blockingye gigorithm never stops. In each iteration, we will reduce
We then reverse the process and unblock the nodesyi degree for some nodewith r(T,i) € ((k — 1)e, ke|.
a bottom-up manner, until; and u, are unblocked. Because the network is finite, all nodes will have an inverse
Then, we unblocku by adding (us,us) and removing jitetime smaller than(k — 1)e within a finite number of
one edge incident on. Note that all the improvementsiterations. Repeating this process, within a finite number of
are withinC.  m iterations, all nodes will have inverse lifetime smaller than
Based upon this, in a single iteration, we will reduce thg — 2)e, (k — 3)e.... However, by definition, the inverse
degree for some bottleneck node, otherwise we will findSan lifetime cannot be smaller thart. Thus, the algorithm must
and terminate the algorithm. terminate in finite time.
2) The iterative approximation algorithmie can now give  The algorithm terminates when there is no edge between
the approximation algorithm. The algorithm starts from athe components i, i.e., there exist$ consisting of nodes

Break out of the loop.{no edge connecting two

The following proposition gives the quality of the approxi-



exclusively from V7 and V2. Thus, by Lemma 1, we haveln each iteration, the degree of some bottleneck nougll
r(T)<r*+ 2 +e decrease by one, so its inverse Iifetime will decreas
(2) Slmllar to Proposition 1, we reduce from the HamiltoAfter (
nian path problem. Given a graph, we want to decide if
it contains a Hamiltonian path. To this end, we construct 3
auxiliary graphG’ as in Fig. 2 and adopt the same setting of

)e For all the bottleneck nodes to have their inverse
time decreased to lower thgik — 1)e, we need a total of

energy values. —1 < 3 (——+1)=c¢ 3" E(i) + Vil
We show that the proposition is true by contradiction. oy, E@ icv, E® v

Suppose that there is a ponnomiaI algorithm which finds a (24 ¢)N 1

tree 7’ with r(T’) < r* + 5~ for all graphs and energy < 5 (+ E. ). (10)

settings. Running this algonthm of’ will generate a tree
T’ with r(T") < r* + 1. We will show thatG contains a iterations, where the last<” comes from Equations (8)
Hamiltonian path if and only if(7") < 4 + c. and (9).

Supposé&? has a Hamiltonian patlr. We construc?’ in G/ Since the inverse lifetime cannot exce%’— k can be
by adding verticed’,2’,... N’ and edge$1,1’),... (N, N’). no larger than(N“]. Summing up the right hand side
Clearly, P’ is connected and acyclic, thug is a tree. Further, of Equation (10) overk, the algorithm will terminate in
since P is a Hamiltonian path, the maximal degree in O((1 + —)Nlog( 6)) iterations. Each iteration can be
is no larger than2. But P’ is constructed by adding onecompleted i O(MOé(M N)) time as in [25] using Tar-
edge to each vertex i, so that the maximal degree i jan’s disjoint set union-find algorithm [26], whed® is the
is no larger tharB. Therefore, the inverse lifetime af’ is number of edges and(:) is the inverse Ackerman func-
r(P') = max% < 3+ ¢. Since P’ is one particular tion. Therefore, the complexity of the entire algorithm is

data gathering tree fag’, for G’ we haver* < r(P') < 3+¢. O((1+ 2 )MNa(M, N)log (£-)).

Thus,r(T') < r* +1 < 4 +c. We note that the parameterappears both in the approxi-
Similarly, if 7(T”) < 4+ ¢, then we haveD(T”,i) < 3,i = Mmation range (as given in Proposition 3) and in the algorithm

1...N. Otherwise, if D(T",j) > 3 for somej,1 < j < N, Ccomplexity. It affects the trade-off between the approximation

thenr(T') > r(T',j) > 4 +c. quality and the computation time. éis chosen to be small,

Further, in T, vertices 1/,2’... N’ are all leaves. We the approximation quality will be good, but the computation
constructl’ by removingl’, 2’ ... N’ and corresponding edgestime would be large. On the other hand, choosing a lang
(1,1'),...(N,N’) from T". T is still a tree and it spané. reduce the computation time, but degrade the approximation
BecauseD(T",i) < 3,i = 1...N, then inT, D(T,i) < quality. We will quantitatively study the impact of via
2,i=1...N. Thus,T is spanning tree with maximal degreesimulations later in Section V-B and Section V-C.
no larger than 2, which is exactly a Hamiltonian path ar

Thus,G contains a Hamiltonian path if and onlyrifT") <
4 + c. This means for any grapl’, we can decide if it In many sensor systems [17], [18], the base station is a
contains a Hamiltonian path by running the algorithm on théentium-level PC, which has a high computational capability
constructed auxiliary grapfy’ and checking ifr(7”) < 4+ c¢. and sufficient memory compared to the sensor nodes. Further,
This can be done in polynomial time. Hence, we can decitlge base station is often connected to an unlimited power
if a graph contains a Hamiltonian path in polynomial time. I6upply. Hence, it is preferable to take advantage of the
this is true,P = NP. = computing capabilities of the base station and let it perform

We analyze the computational complexity of our algorithnihe tree computaticn
For any bottleneck nodé we have(k —1)e < % < ke. In order for the base station to perform the tree computation,
Hence,(k — 1)eE(i) < D(T,i) + c. For a tree, the sum of it first needs to obtain the neighborhood information from the
degrees of the vertices i N — 1). So we have nodes, so that it can construct the network graph. For this

_ _ purpose, we adopt the following protocol after the network
k- UEZE(Z) < Z(D(T’ )+e)<2N—=1)+cN g deployed. The base station is assigned level 0, and it
eV Vi initiates the process of gathering neighborhood information

C. Implementation

< (2+N. @) by broadcasting a beacon. This beacon contains the identity
Therefore, and the level of its sender (in this case the base station). The
Z E(i (2 + C)N @) 1-hop neighbors of the base station receive this beacon, and
ey -1 7 assign themselves level 1. They also set the base station as
1 . . s
d their parent so that they will report to it in the future. After
an this, they broadcast a beacon containing their own identity and
(k—=1)eBnVi] < (k—1)e> E(i) < (2+cN
ieVi 3Note that thiscentralized scheme is effective because the base station
is much more powerful than the sensor nodes. If the base station has
— |V1| < (2 + C)N (9) similar performance to the sensor nodes, a distributed implementation is more

desirable.

(k—1)eEp,’



TABLE |

level. The 2-hop neighbors of the base station will receive one SIMULATION PARAMETERS AND SYSTEM CONSTANTS
or more such beacons, set their level to be 2 and choose a 1- Number of nodes 100
hop neighbor (of the base station) as the parent to report to. Field 100 x 100
This process continues and eventually every node is assigned Base station locafion | (50, 50)
a level and finds a parent to report to. To avoid flooding in this Eltéﬁlytige;% gi)n) U(12,10)
process, once a node is assigned a level and finds a parent, Data rate (Kbps) : 192
it will ignore such beacons for a sufficiently long period of c=t -1 1
time to ensure the algorithm has terminated. In this manner, R (transmission range 20
a hierarchical structure is established, with the root being the Algorithm parameter 05
Number of runs 100

base station.

Following the completion of this process, each node will
report the identity of its neighbors to the base station. The
transmission is hierarchical: a node reports to its parent, thién parent. If there are multiple — 1-hop nodes within its
the parent combines its own information with the informatiotransmission range, randomlypicks one of them.
from its children and passes it along onto its own parent. For each run, we compute the lifetime ratio between our
To guarantee that all the information is received by the baseheme and the random scheme. We show the histogram
station, reliable data delivery mechanisms like hop-by-hawer 100 runs in Fig. 6(a). It can be seen that our scheme
acknowledgments can be used. The base station can constsiggtificantly outperforms the random scheme. For all runs, the
the graph from the received information. It then computes thiéetime achieved by our scheme is at 1e88% larger than the
data gathering tree using Algorithm 1, and informs each nodendom scheme, and for most runs, the lifetime of our scheme
of its parent. is three times larger. This confirms that it is necessary to adopt

To combat the fragility of tree topologies, we must recoran intelligent tree construction algorithm, and validates the
struct the tree whenever a node depletes its energy or faftectiveness of our scheme.

(e.g., due to physical damage). This computation of the tree iSVe also compare our scheme with the optimal solution. To
only doneinfrequently i.e., we compute the tree only oncedo this, we enumerate all the trees for a given graph, find the
after network deployment or topology change. Hence, fane with maximum lifetime and compare with our scheme.
continuous monitoring applications where nodes are mostecause of the high complexity of the enumeration, we set
static, the additional message overhead is insignificant in tthe number of nodes to be 10, the area talbex 10 and the
long run. transmission range to be 6.5. We show the histogram of the
lifetime ratios in Fig. 6(b). It can be seen that the performance
V. SIMULATION RESULTS of our scheme is close to the optimal solution. For all runs,

In this section, we evaluate the performance of our approke lifetime achieved by our scheme is at le@% that of
imation algorithm via simulations. Unless otherwise specifietlle optimal solution.
we assume that00 nodes are uniformly dispersed in a 100 m
x 100 m field. The base station is located at the cen <
of the field, i.e., its coordinate i$50,50). Each node is
assigned a randomly-generated initial energy level betw 3
1 and 10 Joules (J). There is a link between two node 320
and only if the distance between them is less than or equi = I
the transmission rangB. Each node generatd$ = 2 bytes
of data per minute. From previous measurements [6], % 2 4 6 8 87 o8 0.9 1
transmission power is about two times the reception pozHistogram of the Ifetime ratios beh) Histogram of the lifetime ratios be-
so we setc = 1. All the simulation results are averaged oW#en our scheme and the random schemeen our scheme and the optimal scheme
100 runs, with each run using a different randomly generated
topology. Table | summarizes the simulation parameters and
other system constants.
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Fig. 6. Comparing our scheme with two schemes

A. Lifetime performance B. Impact ofe on lifetime

To illustrate the lifetime performance of our approximation Fig. 7 depicts the impact of on network lifetime. For
ach randomly generated topology, we vary the value, of

algorithm, we compare our scheme with the initial (rando ‘ loorith q te the lifeti E h
tree that we described in Section IV-C. In the random schenf@€cUte our aigonthm, and compute Ihe liietime. For eac

all 1-hop nodes choose the base station as the parent na@éue ofe, we compu_te the average lifetime over 100 runs,
An n-hop (2 > 2) node will choose am — 1-hop node as and show the result in Fig. 7. We observe that the trend is

that network lifetime achieved by our algorithm decreases as
“4This topology model is for illustration purposes only. Our scheme works mcrease_s: This is consistent with the analytical result given
with general topology models. by Proposition 3.
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We measured the computation time of our algorithm. Our
platform is a personal computer (PC) with a Pentium 4, 3[1‘1
GHz processor and 1 GB RAM, which runs Linux version
2.6.12.6 and GNU gcc v2.7. We find that the computatidi?!
time decreases asincreases, and the maximum computation
time is less than a few seconds for 100-node networks3)
Even when we increase the number of nodes to 1000, the
computation takes no longer than 20 seconds to comple[&q]
This is significantly lower than the optimal computation that
we compared with, which even for only 12 nodes took 239
minutes (it took about 10 minutes for 11 nodes; for 13 nodé%j:’
we aborted it before completion after two days). This shows
that our algorithm incurs little computational burden and cd#¢l
be used for large networks.

C. Computation time

]

VI. CONCLUSIONS (7
In this work, we have studied the construction of a da
gathering tree to maximize the network lifetime of a wireless
sensor network. The problem turns out to be NP-complete and
hard to solve exactly. However, by investigating its structurl?
we give a polynomial time algorithm, which govablyclose
to optimal. Simulations show that our scheme successfully b&0]
ances the load and significantly extends the network lifeti
Further, our scheme has a low computational burden, whic
is important for on-line implementation. [22]
Our definition of network lifetime mainly applies to appli-
cation scenarios with strict coverage requirements. We plan to
extend our framework to consider other definitions of netwoiR3]
lifetime, e.g., time until network partitioning. Further, our
implementation of the algorithm leverages a centralized bgse
station that exists in many sensor systems. For applications
where a centralized base station is unavailable, a distributéd
approach is needed. We plan to investigate this distributed
implementation of the tree construction algorithm in our futuri@6]
work.
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